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* Spatio-temporal features are
not sufficient.

* Novel weak trajectory
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Summary Proposed method

e Largest behavior dataset to date.

* Social behavior. 1 Input video n

e Segmentation and classification of actions in
continuous video.

e Novel trajectory features.

e Temporal context in behavior analysis.

Caltech Resident-Intruder
Mouse Dataset (CRIM13)

http://www.vision.caltech.edu/Video Datasets/CRIM13
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Approach intruder Walk away from intruder Circle around intruder Chase intruder
p=3.4%.pu =120 =05 p=33%.pu=16,0=0.6 p=0.3%,.pu =2.4,0 =25 p=1.0%, p =080 =0.3
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Attacks intruder Copulation, courts intruder Drink Eat
(p=34%.pu=23,0 =174 p=42%.pu =32,0 =405 p=03%,u=4.0,0 =302 p=1.6%.u=9.50=104
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Clean, grooms itself Human intervenes Sniff any body pdrt of intruder Up Stands in its back legs
p=7.6%.pu = 26,0 =254 p=12%.u=350=105 p=144%.p=270=27T7 p=38%,.pu=21.0=120

Largest behavior dataset to date: 88 hours and 8 million frames.
Continuous, unsegmented videos:

Real-world scenario: high variance in behavior frequencies and durations,
both inter/intra-class.

Frame-by-frame expert annotation: experts spent 350 hours annotating videos.
13 Meaningful behaviors: basis for a state-of-the-art neuroscience study of
behavior, published in Nature.

Focused in social interaction: dataset collected to study neurophysiological
mechanisms involved in aggression and courtship in mice.

Synchronized top and side views: allow to study behavior from different views.

~10 min, 140 behavior instances/video.

Spatio-temporal features benchmark
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DEEELr Performance Codebook size
Descriptor

Harris3D+
Pca-Sift

Harris3D+
Hog3D

Harris3D+
Hog/Hof

Cuboids+
Pca-Sift

Cuboids+
Hog3D
Cuboids+
Hog/Hof

Cuboids+
Pca-Sift 16.4% 1000 0.8
multi-scale

LTP 22.2% - 15

20.9%
18.7% 250 4.0

15.5% 500 1.1

* Differences are small.
24.6% 250 4.5

* We use Cuboids+Pca-
Sift.

18.2% 250 8.7

19.8% 500 1.6

. 5 Trajectories
: (Dist,Vel,Acc...)
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Distance
Dist change

Direction
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Dir difference
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Spatio-temporal bag of ”words

k AdaBoost classifiers

Loop

t=1.T

levels

arg max hy (1)

Behavior with highest confidence

Behavior types

y(i) € 1..K

Temporal context features

e,z (8 Ymiep a1 (8) Confidence levels he 1 (2)
Dist(t) = v/ (@m, (1) = Zmy (£))% + (Ymy () — Y, (£))? :
CDist(t) = Dist(t) — Dist(t — 1) Cont. d|fferencj'es D(ky, k2,i) = iy (i) — hy?, (i), VE1, k2 € 1. K
, Y () — s (£ — 1) between behaviors
Dir;(t) = atan™ " ( )
CDir;(t) = Dir;(t ) Dir;(t — 1) eanf‘de AL0I8 [ p(i—%2,i+ %) pli-2,0) pli+ )]
iy
DDir(t) = |Diry(t) — Dirs(t)| (|:|0n idaence where,  j(start,end) = (ij‘f;mﬁ)
d ast, post
1 [t —1) — @y (t—2) () — T (E— 1) @y (£ + 1) — T, () o ( P P )
At [ Ym,(E = 1) = Ym;,(t —2)  Ym;(t) = Ym,(t = 1) Ym, (E+ 1) — ym, () ] ' 0é5
' ISt Ol‘der OhX . . o . sgy OBX . . o . OhX | sz
AXy (t) Vam, (t+1)—Vzy,, (t—1) ) ) [ 5t (1— 5,1+ ?) It (1— ?,1) 5t (1 1+ 32 ) ]
[ 1Ay,ml (t) ] - [ Viym, (H’l%é%/ymi (t—1) ] derlvatlve ohk
‘ 2At where, a;_l(start, end) = h¥_|(end) — hY_ | (start)
(all, past, post) ¢

TF 52.3%  58.3% features (TF) perform 20%
better than STF.
STF (both)  29.3% 43.0%
 Combination of both features
STF (top)  26.6% 39.3% achieves best results.
STF (side)  28.2% 39.1% , ]
* Temporal context is crucial,
(Full . . . . ge .
method)  53.1%  61.2% improving final classification
TF + STF 8.1% (14% in average).

Comparison with human annotations
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Human agreement

69.7%

Annotator 1 (ground truth)
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Proposed approach

62.6%
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Annotator 1 (ground truth)
W W

Qﬂwhﬂ N WWWN A

\Quhh
O)Q

\9

Output example

Ground truth

Proposed method ‘

Conclusions
e CRIM13 is a realistic and challenging dataset.

e Novel trajectory features are more discriminative
than spatio-temporal features.

e Temporal context is crucial in continuous videos.

e Our method’s performance is not far from that of
trained human annotators.



